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CloudWATCH Mission 
The CloudWATCH mission is to accelerate the adoption of cloud computing across European private and 

public organisations. CloudWATCH offers independent, practical tips on why, when and how to move to 

the cloud, showcasing success stories that demonstrate real world benefits of cloud computing. 

CloudWATCH fosters interoperable services and solutions to broaden choice for consumers. 

CloudWATCH provides tips on legal and contractual issues. CloudWATCH offers insights on real issues 

like security, trust and data protection. CloudWATCH is driving focused work on common standards 

profiles with practical guidance on relevant standards and certification Schemes for trusted cloud 

services across the European Union. 

The CloudWATCH partnership brings together experts on cloud computing; certification schemes; 

security; interoperability; standards implementation and roadmapping as well as legal professionals. 

The partners have a collective network spanning 24 European member states and 4 associate countries. 

This network includes: 80 corporate members representing 10,000 companies that employ 2 million 

citizens and generate 1 trillion in revenue; 100s of partnerships with SMEs and 60 global chapters 

pushing for standardisation, and a scientific user base of over 22,000. 

 

Disclaimer  
CloudWATCH (A European Cloud Observatory supporting cloud policies, standard profiles and services) 

is funded by the European Commission’s Unit on Software and Services, Cloud Computing within DG 

Connect under the 7th Framework Programme.  

The information, views and tips set out in this publication are those of the CloudWATCH Consortium 

and its pool of international experts and cannot be considered to reflect the views of the European 

Commission. 
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Executive Summary 
A central mission of CloudWATCH is to help build consistency and trust in cloud computing. In support 

of this mission CloudWATCH is developing a set of common standards profiles around the federation of 

cloud services based on a portfolio of European and international use cases covering technical, policy 

and legal requirements. These profiles clarify how a standard should be interpreted and implemented 

based on a specific use case. The documented profiles can be easily adopted, thus driving the Cloud 

market into a state of commodity and utility. 

The process of deriving common standards profiles is helped and informed by a detailed knowledge of 

the cloud computing landscape, and of how different cloud computing projects form natural clusters 

based on their common relationship to the defining features of cloud services. This aspect of project 

clustering proves more helpful than the rather more obvious relationships based on common goals, 

aspirations and target audiences, which more often form the basis for project collaborations, or indeed 

the basis for identifying close competitors. 

In this report we present in detail a cluster analysis of European cloud computing projects using the 

NIST model of defining characteristics [1] and we show how this analysis of the landscape of cloud 

computing provides insights into the process of developing standards profiles. This modelling of the 

landscape will also form the basis for ongoing collaborations with other standards development 

inititives such as IEEE P2301 [2]. 
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1 Introduction 
Cloud computing resides in a complicated ecosystem of stakeholders with differing requirements and 

expectations. Even with a broad consensus that cloud computing is a general term for anything that 

involves delivering hosted services over the Internet, people’s interpretations of this vary widely and the 

field is subject to excessive hyperbole. In an attempt to provide clarity, NIST, the National Institute of 

Standards and Technology, which is part of US Department of Commerce [1], drafted a model of cloud 

computing which included during development a set of five essential, and eight common defining 

characteristics of cloud computing [1]. Their final publication pared the list down to just the five 

essential characteristics as the definitive set. These sets, both the original long list, and the pared down 

short list, provide much needed insight into the complicated landscape of cloud computing. 

In this report we present a cluster analysis of European cloud computing projects as a way of gaining 

insight into where the projects are located within the landscape. The objective of this empirical analysis 

is to discover distinct groups of projects that are consistent in their relationship to a set of well-defined 

general characteristics. These clusters of projects will form the basis for a further derivation of 

standards that are able to best support areas of commonality and create profiles which provide details 

as to how more generic recommended standards may be applied. 

We start our analysis with a dataset compiled by CloudWATCH representing 38 European projects and 

scored against the full set of 13 NIST defining characteristics on an interval scale. Our clustering 

procedure is based on the outcome of a classic Principal Components Analysis (PCA) [3]. We interpret 

the landscape on a simultaneous biplot of the characteristic coefficients and component scores [4]. As a 

natural extension of the biplot we project scores from a reduced dimensionality PCA space onto the 

coefficient vectors and use those score for clustering. The clustering technique we employ is classic 

Euclidian distance single linkage hierarchical clustering [5]. 

Finally, we explore representative clusters and discuss how this procedure has informed the derivation 

of standards profiles, and how new projects can use the analysis to find their location in the greater 

cloud ecosystem and quickly identify the appropriate profiles for implementation. 

As a final introductory note, it is important to recognise that there is no single universally-correct 

clustering method. Clustering is better understood as an iterative process of knowledge discovery, and 

the outcome should be judged by its utility for the task at hand. For this reason it is important that we 

describe the approach in accurate detail so that results are well understood and repeatable. As we have 

no prior expectation that the landscape we are exploring is too complex for classic techniques, we 

explore these first. As we show, the results are helpful and utilitarian.  
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2 Workflow 
The quantitative methodology that we use, and the outcome of the analysis that is the subject of this 

report forms part of a greater body of work contributing to the standards profilling work of the 

CloudWATCH project. Figure 1 below shows the quantitative methodology in the greater context of the 

iterative workflow that starts with project selection, and ends with a review of standards for profilling.  

The outcome of the greater workflow, interpretation of clusters, and discussion of their contribution to 

standards profilling is the subject of report D4.3 and only a brief summary of that work is provided in 

this report. 

 

Figure 1. Greater workflow incorporating the quantitative methodology. 
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3 Data 

3.1 Definition of variables 
The definition of characteristics that we use was derived and published by NIST. It is the most commonly 

cited third party definition of cloud computing [6]. It is also interesting to note that this definition took 

several years and 16 drafts to reach conclusion – indicative of the difficulties associated with reaching a 

definition upon which even a small number of people are in agreement. 

Cloud computing is a model for enabling ubiquitous, convenient, on-demand network access to a shared 

pool of configurable computing resources that can be rapidly provisioned and released with minimal 

management effort or service provider interaction and the NIST model intends to capture that 

complexity in simple, understandable characteristics. The model is composed of five essential 

characteristics, three service models, and four deployment models. In earlier drafts of the definition, 

NIST included a further eight common characteristics, that were later dropped in the final version. We 

use the full set of 13 characteristics here and reserve a comparative analysis of the full and reduced sets 

for future work. 

In the following sections we provide short explanations of each of the 13 characteristics.  

3.2 Essential Characteristics 

3.2.1 On-demand self service 

Consumers can log on to a website or use web services to access additional computing resources on 

demand, that is, whenever they want them, without talking to a sales representative or technical 

support staff. 

3.2.2 Broad network access 

Because they are web-based, you can access cloud computing services from any internet-connected 

device. With a web browser on a desk-top machine, or even a thin client computer terminal, you can do 

any computing that the cloud resources provide. 

3.2.3 Resource pooling 

In multi-tenanted computing clouds the customers share a pool of computing resources with other 

customers, and these resources, which can be dynamically reallocated, may be hosted anywhere.  

3.2.4 Rapid elasticity 

Cloud computing enables computing resources or user accounts to be rapidly and elastically provisioned 

or released so that customers can scale their systems up and down at any time according to changing 

requirements.  

3.2.5 Measured service 

Cloud computing providers automatically monitor and record the resources used by customers or 

currently assigned to customers, which makes possible the pay-per-use billing model that is 

fundamental to the cloud computing model. 
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3.3 Common characteristics 

3.3.1 Massive Scale 

A cloud platform may, depending on the resources offered, provide individual users with access to 

large-scale or even massive-scale computing. 

3.3.2 Homogeneity 

In many situations it is advantageous to both customers and providers to have essentially homogeneous 

systems at their disposal. Where requirements are particularly difficult or unusual, a cloud platform may 

be built out of non-homogeneous systems and components. 

3.3.3 Virtualization 

Virtualization of machines as software systems massively increases the scale of cloud resources that can 

be made available. Virtualization is not an essential characteristic but it is becoming the only way that 

scale demands can be met by providers; customers generally don’t care either way as the virtualization 

is entirely transparent. 

3.3.4 Low Cost Software 

If increased scale reduces per-unit, or per-use cost, then cloud computing offers a drive towards lower-

cost software. It is important to note that this may not be the case across all sectors and activities. 

3.3.5 Resilient Computing 

In some sectors, continuous availability of computing with zero-downtime is crucial to the sectors 

requirements, for example, emergency and financial systems. In these sectors requirements for 

resilient, rather than just fail-safe computing will be the norm. 

3.3.6 Geographic Distribution 

Some sectors have legal requirements that physical data stores are in particular geographical 

jurisdictions. This places certain restrictions on providers favouring a cloud-anywhere model. More 

commonly the user is not concerned about location per se. 

3.3.7 Service Orientation 

The design of the services that run and operate on the cloud frameworks are normally operated as 

services such they can take advantage of other factors that give resilience. This includes the ability to 

scale different components within the system depending on their load and capability. 

3.3.8 Advanced Security 

There may be the capability to perform both system and network level security within the cloud system. 

3.4 Characteristic scoring 
CloudWATCH has compiled an informative dataset by scoring each of 38 European cloud projects 

against the NIST full-list described above. Scoring is on an integer scale from 1 to 9, indicating low to 

high percieved importance of the characteristic. Scoring was done either by project representatives or 

CloudWATCH in collaboration with project representatives. Table 1 below shows the compiled scores 

for all 38 selected projects. Colour coding indicates low values in red, and high values in blue. 
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Table 1. Raw scores as compiled for individual projects. 

 

Note that the project SeaClouds has double entries as we received two independent assessments from 

two different project representatives. The entries are broadly similar, but not exactly the same. Note 

also that there are only two entries that are exactly the same, MODAClouds and the second entry for 

SeaClouds. 
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4 Methods 
In this section we provide a more detailed description of the analytical steps involved in moving from 

raw data scores, to coherent clusters of projects. We also describe the main elements of interpretation 

at each step. 

4.1 PCA ordination 
Principal Components Analysis (PCA) was first introduced by Karl Pearson in 1901 [3a], and later 

independently discovered by Harold Hotelling in 1933 [3b]. It has since become a corner-stone of 

modern data exploration [3c], and remains an important tool in data-mining and machine learning 

applications. 

PCA is essentially an ordination technique that transforms the values of variables and produces an 

entirely new set of uncorrelated component variables such that the information content is maximally 

concentrated in the higher order components, to the extent that weighted linear combinations of 

values allows. The total information content of the original dataset is preserved, though it can be 

interpreted as the higher order components being more meaningful than the lower order ones in a way 

that is not possible with the original variables. In this sense PCA is a dimension reduction technique that 

requires a criterion for choosing how many components to keep. If the original variables are first 

centred and standardized (also known as z-scoring), as we have applied here by subtracting the mean 

and dividing by the standard deviation, then the resulting components have special properties: i) 

Component scores will also be mean-centred and have variances equal to the eigenvalues of the 

respective components. ii) The sum of the variances will be equal to the number of original variables. It 

is convenient to think of PCA as providing a dimensionally reduced, de-noised representation of the 

original data, with no loss in meaningful information content and with added interpretability.  

Figure 2 shows a Biplot of the scores for the 38 projects on the first three synthetic components of a 

PCA. Components 1 and 2 are on the conventional X- and Y-axes, and Component 3 is colour coded on 

the Z-axis.  

This transformed representation is effectively the landscape of the ecosystem of cloud computing, as 

represented by the perceived relationship between these projects and the NIST defining characteristics. 
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Figure 2. Biplot of 38 European cloud computing projects. 

The viewer is intuitively drawn in to the identification of groups of observations (the projects) in this 

new synthetic space, but beyond the groups, the individual components themselves are more difficult 

to interpret. This is where additional features of the Biplot [4] prove useful and we explain this further 

in sections below, but first there is the issue of how many of the components are meaningful. 

4.2 Stopping rule 
As mentioned above, Component 1 can be considered the most meaningful representation, followed by 

Component 2, and so on down to Component 13. We therefore must question how many of these 

components should be kept, with the others discarded (known as the stopping-rule)? Again we have 

adopted one of the simplest of the classic approaches known as the Kaiser-Guttman criterion [7]. This 

criterion states that you should keep only those components whose eigenvalues are greater than one, 

or equivalently, those components whose variances are greater than one when using z-scored raw data. 

The rationalisation for this is that even random data can achieve a component variance of one, so if we 

are to keep only meaningful information we should discard all components with smaller variances. This 

is the element of de-noising in PCA – information is concentrated in the higher-order components and 

the noise is left behind in lower-order components, and these can be discarded. 
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Figure 3 below shows a so-called scree plot of components vs eigenvalues, indicating that only the first 

five components have eigenvalues greater than one and should be kept, the rest discarded.  

 

Figure 3. Scree Plot of the component eigenvalues. 

So, by the Kaiser-Guttmann criterion, in this analysis we should keep only the first five components, 

though we can only easily visualise the PCA space in at most three dimensions at a time.  

4.3 Interpreting the biplot 
The biplot was first introduced by Ruben Gabriel [4a, b] as a way of combining the subject and variable 

space in a single visualisation. Referring back to Figure 2, we see the observations (subjects) plotted in 

PCA space, but we also see labeled vectors representing the variables plotted in the same space.  

Technically, the length and orientation of the vectors is given by the eigenvectors (coefficients) of the 

PCA. Visual interpretation is easy: vectors pointing in the same direction are correlated, vectors at right-

angles are uncorrelated, and vectors pointing in opposite directions are negatively correlated. 

Technically the cosine of the angle between any pair of vectors is the correlation coefficient. 

Any observation can be also projected onto any of the vectors. Technically this is done by taking the 

inner matrix product of the scores and coefficients, but visually by dropping the observation 

perpendicularly onto the vector. Note that this projection can be done in any number of dimensions. If 

we performed that projection using all 13 components, we would recover the original scores exactly. 

But we can apply the stopping rule, and use the first five components only to achieve new, synthetic, 

de-noised estimates of the values on the original variables. It’s these new estimates that we want to use 

in our subsequent analysis. 
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Table 2 below shows the projected scores in five-dimensional space. Colour coding again indicates low 

values in red, and high values in blue. 

Table 2. Five-dimentional projected scores. 

 

Inspecting Table 2 and comparing with the raw scores in Table 1 reveals much about the richness of the 

analysis. The highest and lowest values for the synthetic scores are CloudScale/Low Cost Software 

(3.1877), and CloudTeams/Resilient Computing (-4.5192). The high value corresponds to a 7 in the raw 

scores, which is not the highest value in that column or row. The low value corresponds to a 1 in the raw 

scores, the lowest score available, but not the only one in that column. Compare the high value for 

CloudScale with the values for CloudSpaces in the following row. All but two of the variables have been 

given a high score of 9, the remaining two a 7. The corresponding row of synthetic scores are all 

positive, but not extreme. The analysis is able to adjust for different perceptions in scoring and to 

emphasis the hidden meaning underlying the scores. 

In the next section we use the synthetic scores to discover the natural grouping of projects located in 

the landscape that is described by the biplot. 
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4.4 Hierarchical clustering 
There are many algorithms for performing clustering on raw, or transformed data, which have been 

devised for various different purposes [5a]. We adopt here a simple classic approach called single-

linkage Euclidian distance clustering [5b]. This is an agglomerative hierarchical approach. The algorithm 

proceeds as follows: i) in the n-dimensional Euclidian space of the input data-set, find the two points 

that are closest together and record the distance, ii) create a new point at the mid-point between these 

two and discard the two points, iii) continue finding the two closest points, recoding the order of joining 

until there is only a single point left. The outcome of this simple procedure is a hierarchical cluster tree 

as shown below in Figure 4. 

 

Figure 4. Single-linkage hierarchical clustering. 
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Intuitively there is a clear relationship between the biplot and the cluster tree and one can recreate the 

above steps of the algorithm visually by inspecting the location of observations in the biplot – except 

that the biplot can only be visualised in two or three dimensions. In order to use any more dimensions 

of the data-space, you need to do the calculations in n-dimensional Euclidean space as described above. 

Clusters are read from the branching order of the tree. The closest two points are SeaClouds and 

MODAClouds at the bottom of the figure – not surprising as their data entries are identical, so their 

distance is zero as shown on the x-axis in Figure 4. The next closest points are projects PANACEA and 

Mobizz. They appear close in the upper right quadrant of the biplot too. Next closest are Texel and 

Gemma near the origin of the biplot (note the colour coding showing Component 3.) 

At the other end of the cluster tree CloudTeams appears to be a complete outlier, not aligned 

particularly closely with any other project, in this representation of the cloud ecosystem landscape. 

SUPERCLOUD is another outlier, though more closely allied to the rest of the projects than to the 

extreme outlier CloudTeams. 

4.5 Interpreting the clusters 
We identify three recognisable clusters in the tree and we used these for an illustrative analysis of 

standards profiles in D4.3. These clusters are familiar enough to be named: 

 Cluster 1 – Scientific computing. This cluster comprises a number of projects that aim at 

highly distributed data processing in an academic context. 

 Cluster 2 – Trusted public clouds for government. This cluster consists of a set of initiatives 

driven by public sector organisations. 

 Cluster 3 – High performance, dedicated purpose applications. This cluster is similar to 

Cluster 1, but comprises projects concentrating on high performance computing that are 

more focussed regarding their objectives. 

 

Figure 5 shown below combines the cluster tree with a reordered table of synthetic scores for easy 

comparison. On the right of the figure we identify the above clusters. Inspection of the banding of the 

colour coding in the scores table provides a ready visual aid to identifying useful clusters. (In D4.3 we 

referred to this as interpreting the heat-map.) Note the complete lack of banding near the top of the 

tree where there is the cascade of outliers, further reinforcing this interpretation. 

New projects may, by inspection of the scores tables and the location of other projects in the biplot 

and cluster tree, be able to locate themselves in the cloud ecosystem landscape. In this way they may 

discover other projects with a similar relationship to cloud features to warrant collaboration on 

standards profiles and implementations. Alternatively, they might simply repeat the analysis 

presented here using these projects as a benchmark in order to more accurately discover their 

location in the landscape, and their relationship to other projects. 
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Figure 5. Projected scores reordered on the cluster tree. 

To emphasise the utility of identifying and interpreting appropriate clusters, we quote a brief section 

from the discussion in D4.3 (p.38): 

Since the clustering effort discussed in this document makes all participants aware of 

commonalities among participant projects in a cluster, an alternative approach of developing and 

defining standards may make much more sense. Instead of providing the profiling of a specific 

standard together with others into a single profile document targeted at one given cluster 

discussed in this document, it may be more successful to encourage clusters (and individual 

projects) working together on one single profile aligned with one single cloud characteristic in one 

single document. Once all individual profiles are finished, an identified cluster would simply have to 

write a very brief cluster profile document incorporating by reference any fitting individual profile 

documents. 

However, such a synergetic approach is feasible and achievable only if the use cases of each project 

and cluster for the characteristic in question are sufficiently overlapping to arrive at a common 

solution. Otherwise, clusters would have to work on their own cluster-specific standards profile for 

a given cloud characteristic. 

For example, consider the common cloud characteristic “Advanced Security”. Across individual 

projects, the majority considers it relatively important. However, projects in Cluster 2 consider it in 

the top 3 of their most important characteristics. Interestingly, Cluster 2 hosts governmental cloud 

activities: STORMCLOUDS, Texel, and Gemma. None of these projects agree on the importance on 

any of the other cloud characteristics. The same is true of another cluster which was identified but 
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not analysed further as part of this document. Here, two projects were governmental cloud 

activities: Varberg (Municipality Social Services Administration), Leicester (City Council).  

5 Summary and Conclusions 
We have presented a methodology for characterising the ecosystem landscape of cloud computing 

based on the NIST defining features. The same methodology identifies the location of a project or cloud 

enterprise within the landscape. Taken together, the biplot (Figure 2), the table of estimated scores 

(Table 2), and the cluster tree (Figure 4), offer a rich interpretive tool to aid standards development and 

standards profiling, and to aid new cloud enterprises in identifying their location within that landscape. 

We present this analysis as a benchmark of the landscape, and we invite both standards organisations, 

and new or existing cloud enterprises to engage in this way of representing the landscape to better aid 

uptake, and to help build consistency and trust in cloud computing. 

6 Next Steps 
We have already begun a collaboration with IEEE P2301 [2] to expand the benchmark and to improve 

the cloud definition encapsulated by NIST [1].  We also intend to publish the body of this work in the 

Journal of Cloud Computing: Advances, Systems and Applications, including a comparative analysis of 

the short and long versions of the NIST definition. 
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